Development of a first-principles hybrid boiler model for oxy-combustion power generation system
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A B S T R A C T

The design of an oxy-combustion system for CO 2 capture involves the integration of multiple devices including air separation unit, coal-fired boiler, steam turbine, flue gas cleanup, recycle, and compression units. Thousands of design parameters for the entire system need to be optimized to achieve the lowest cost per kilowatt-hour of electricity generated. An appropriate first-principles based boiler model with short computer execution time but yet reasonable accuracy in both air-fired and oxy-fired configurations is highly desired. To this end, a hybrid boiler model with 1-D resolution for main flow and reaction related calculations and 3-D resolution for radiative heat transfer was developed as a part of the oxy-combustion subtask of the Carbon Capture and Simulation Initiative (CCSI) sponsored by U.S. Department of Energy. The developed model is able to automatically generate a 3-D mesh based on user-specified furnace shape for the calculation of radiative heat transfer using discrete ordinates method. The 3-D cells are assigned to individual regions along the furnace height, forming 1-D zones in which conservations of mass and energy in both gas and particle phases are enforced. The kinetics of heterogeneous reactions between char particles and gas reactants are modeled zone by zone in Lagrangian framework. Gas phase chemistry in each zone is simplified based on chemical equilibrium. The submodels for calculating the radiative properties of the gas and particle phases and those for calculating the heterogeneous char reactions are suitable for both air-fired and oxy-fired conditions. A typical boiler model can be converged in approximately 1 min on a personal computer and, therefore, is suitable for the generation of reduced order models in algebraic form which could be used for the large-scale multivariable optimization of the oxy-combustion systems. By modeling a utility boiler in both air-fired and oxy-fired configurations and comparing the results to those from computational fluid dynamics simulations, the hybrid boiler model was found to give very comparable predictions in major boiler performance parameters such as furnace exit gas temperature, heat losses to walls, and unburned carbon in fly ash. By modeling a small test furnace, it was found that with the adjustments on a “mixedness” related effectiveness factor for the char combustion and gasification reactions, the boiler model is able to correctly predict the trends of incident radiation heat flux profile along the furnace axial length as well as the trend of the unburned carbon in both air-fired and oxy-fired configurations.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Pulverized coal-fired (PC) boilers currently dominate the electric power generation industry. However, as with any fossil fuel based system, conventional air-fired PC boilers generate a large amount of CO 2 , a greenhouse gas, which exits the boilers along with a large amount of N 2 from air. Oxy-combustion is a modern combustion technology in which O 2 is first separated from N 2 in air and then mixed with the recycled flue gas to burn pulverized coal, producing a flue gas that contains mainly H 2 O and CO 2 and is, therefore, easier to purify for capture, utilization, and storage of CO 2 . Several studies have estimated the performance penalty of CO 2 capture in an oxy-fired coal power plant to be 8–10 thermal efficiency percentage points (Buhre et al., 2005; Fu and Gundersen, 2010). The potential for penalty reduction includes refinement of air separation and CO 2 compression
Nomenclature

Symbols

\( A \) pre-exponential factor
\( \hat{A} \) average cross sectional area (m²)
\( b \) exponent of temperature in rate expression
\( C \) concentration (kmol m⁻³)
\( d \) diameter (m)
\( D \) diffusivity (m² s⁻¹)
\( \hat{D}_h \) average hydraulic diameter (m)
\( E \) activation energy (J kmol⁻¹)
\( f_b \) blowing factor
\( f_{CR} \) fraction of C as soot based on equivalence ratio
\( f_{VS, soot} \) soot volume fraction
\( F \) area (m²)
\( G \) irradiance (W m⁻²) or Gibbs free energy (J kmol⁻¹)
\( \hat{G} \) partial molar Gibbs free energy (J kmol⁻¹)
\( h \) mass based enthalpy (J kg⁻¹)
\( h_{conv} \) convective heat transfer coefficient (W m⁻² K⁻¹)
\( h_{rad} \) heat loss per volume due to radiation (W m⁻³)
\( H_i \) heat loss (W)
\( I \) radiation intensity (W m⁻² steradian⁻¹)
\( J \) molar flux (kmol m⁻² s⁻¹)
\( k_c \) concentration based mass transfer coefficient (ms⁻¹)
\( k_{gas} \) thermal conductivity of gas mixture (W m⁻¹ K⁻¹)
\( k_x \) mole fraction based mass transfer coefficient (kmol m⁻² s⁻¹)
\( K_a \) absorption coefficient (m⁻¹)
\( K_s \) scattering coefficient (m⁻¹)
\( L_m \) mean beam length (m)
\( m \) mass (kg)
\( m \) mass flow rate (kg s⁻¹)
\( M_w \) molecular mass (kg kmol⁻¹)
\( n \) reaction order or specific mole (kmol kg⁻¹)
\( N_p \) particle number density (m⁻³)
\( N_{p, o} \) particle number flow rate (s⁻¹)
\( \varepsilon \) emissivity
\( \lambda \) under-relaxation factor
\( \mu \) viscosity (kg m⁻¹ s⁻¹)
\( \nu \) stoichiometric coefficient
\( \pi \) ratio of a circle's circumference to its diameter
\( \rho \) density
\( \sigma \) Stefan–Boltzmann constant (W m⁻² K⁻⁴)
\( \phi \) flux ratio for mass transfer or variable in non-linear equations
\( \Phi \) phase function
\( \psi \) molar ratio of CO₂ to CO in char oxidation reaction
\( \Omega \) solid angle describing the radiation direction (steradian)

Subscripts

\( a \) absorption
\( b \) black body or bulk
\( f \) fresh
\( g \) gas phase
\( i \) index of species, cell, face, reaction, etc.
\( j \) index of zone
\( k \) index of feed stream
\( l \) index of zone below certain zone
\( inc \) incident
\( o \) initial
\( p \) particle phase
\( P \) product
\( rad \) radiation
\( R \) reactant
\( s \) scattering or surface
\( t \) total
\( w \) wall
\( \psi \) related to molar ratio of CO₂ to CO in char oxidation reaction

(Trani er et al., 2011), as well as integration of waste heat from air and CO₂ compressors into the steam cycle (Fu et al., 2015; Soundararajan et al., 2014), and hot flue gas recycle (Hagi et al., 2014). These simulation-based oxy-combustion studies typically rely on simplified furnace models, such as a Gibbs free energy minimization model, to predict outlet flue gas stream in chemical equilibrium. Optimization with such models, however, is misguided, as the results suggest no excess O₂ should be fed into the furnace to maximize overall process thermal efficiency (Dowling and Biegler, 2013). Thus in practice, the modeler must specify a (somewhat arbitrary) lower bound for the O₂ mole fraction in the flue gas without considering its effect on coal burnout. Also, these equilibrium reactor models cannot be used to optimize furnace geometry, predict the heat transfer profiles, or predict the result of primary vs. secondary recycle strategies and other important design decisions. Furthermore, combustion in a CO₂/O₂ atmosphere is drastically different than a N₂/O₂ atmosphere, and design correlations for air-fired boilers do not apply for oxy-combustion. Although the detailed physics inside the furnace can be modeled using 3-D Computational Fluid Dynamics (CFD) software, the CFD model is very CPU intensive and, therefore, inappropriate for generating reduced models for system-wide optimization. Thus, for detailed optimization of an oxy-combustion process, it is highly desired that a first-principles based boiler model be developed that is more sophisticated than the 0-D ideal reactor model but much faster than the 3-D CFD model. After validated, the boiler model could also be used by boiler manufacturers as a software tool to
design the overall dimensions of boilers and their internal heat transfer surfaces.

A hybrid boiler model with 1-D resolution along the height of a radiant furnace for flow and reaction related calculations and 3-D resolution for radiative heat transfer calculations has been developed as part of the Carbon Capture and Simulation Initiative (CSSI) sponsored by the U.S. Department of Energy. This paper describes the assumptions, principles, and corresponding equations inside the hybrid boiler model as well as the numerical procedures to achieve a converged solution. The application of the model to a large-scale utility boiler and a small test furnace is also described. The results from the modeling of the utility boiler in both air-fired and oxy-fired configurations are presented and compared to the results of the corresponding CFD models found in the literature. The results from modeling the test furnace are also presented and compared to reported experimental results in both air-fired and oxy-fired configurations.

2. Development of hybrid boiler model

A PC boiler with a specified heating rate is typically designed to ensure (a) the complete combustion of fuel with a minimal amount of oxidant and highest possible boiler efficiency, (b) the minimal amount of pollutants is formed and (c) the required amount of heat is transferred to the water walls and superheater walls, such that the Furnace Exit Gas Temperature (FEGT) is kept below the fusion temperature of the coal ash, avoiding the fouling on the downstream convective heat transfer surfaces. Historically the design of radiant furnaces by boiler manufacturers was carried out using company proprietary empirical correlations such as those approximate curves published by Babcock & Wilcox (1992). Those empirical curves are usually plotted or expressed in some forms of non-dimensional parameters based on the principle of similarities, and are valid for conventional firing configurations. However, when the firing configuration is dramatically changed as in the case of oxy-combustion, those empirical correlations are most likely invalid. Therefore, models based on first principles have to be developed such that design parameters for the combustion system can be optimized.

Zero-dimensional ideal reactor models, such as models built into commercial process simulation software, typically include mass and energy balances and calculate equilibrium by minimizing Gibbs free energy of the outlet stream. When these models are used for PC boilers, however, the carbon burnout and heat absorption by the water wall and superheaters are usually specified as model inputs rather than predicted by the models themselves. Thus zero-dimensional models are unsuitable for designing the boiler geometry, burner locations, and other parameters and for accurately calculating the cost of the boiler and the cost of electricity. On the other hand, comprehensive 3-D CFD models can simulate the detailed flow dynamics, heat transfer, and chemistry in the boiler but are too time-consuming, with computational times from several hours to weeks to evaluate a single operating point. Zone-based models simplified from the CFD models in both spatial resolution and in physics provide a good compromise between model accuracy and required CPU time. When developed with reasonable assumptions and good solution strategies, zone-based models are the best candidate for practical furnace design and optimization. Some zone-based boiler models found in the literature (e.g., Lowe et al., 1975; Lawson and Ziesler, 1996) are based on the zonal method for radiation heat transfer calculation developed by Hottel and Sarofim (1967). In those models, the flow domain of a radiant furnace was divided into multiple zones, either in 1-D (along the height) or 2-D (usually cylindrical) with water walls and internal superheater walls as heat transfer surfaces that enclose the flow domain. Each zone was assumed to be isothermal with predefined coal burnouts and predefined fuel and oxidant flow pattern. In Hottel's zonal method, directed-flux areas between pairs of two heat exchange elements (wall surface or volume zone) need to be calculated. When the geometry of the radiant furnace is complicated and radiation properties of the participating media vary from zone to zone, an analytical expression of the directed-flux area (a multidimensional integral) is rarely possible. Either simplifications in geometry and radiation properties have to be made or complicated, CPU-intensive, statistical simulation methods such as Monte Carlo methods have to be used (e.g. Lawson and Ziesler, 1996) to calculate the directed-flux area. A more dramatically simplified zone-based method, known as Russian normative method was developed by Kouznetsov et al. (1973). It was widely used in Russia and was later adopted by the boiler manufacturers in China in the 1970s (Beijing Boiler Works, 1973). In the Russian normative model, the radiation properties of the gas, particles, and boundary walls as well as the radiative heat exchange between two neighboring zones are calculated based on semi-empirical correlations that account for the fuel type, water wall type, and other design parameters. The Russian normative method has also been adopted recently as part of the ash slagging and fouling prediction model for coal and biomass co-firing (Plaza, 2013). Since some model parameters are simply empirical correlations, the Russian normative zone method is not considered as a strictly first-principles model and may not be valid for oxy-combustion configurations. Moreover, most zone-based models found in the literature do not couple reaction kinetics with heat transfer. Usually the coal burnout in each zone has to be predefined, which again limits the model's ability to predict boiler performance in non-conventional firing configurations.

Models for simulating radiative heat transfer with participating media of gas and particles have been dramatically improved since the 1980s. Advanced models such as the discrete ordinates (DO) method have been applied to commercial CFD software packages and implemented on discretized 3-D meshes (Fiveland, 1988; Murthy and Mathur, 1998). The DO method can solve radiation intensity in space and in predefined directions known as discrete ordinates. It considers all terms in the radiative transfer equation including emission, scattering, and adsorption of participating media in both gas and solid phases. The main challenge for zone-based methods reviewed above is the radiation heat transfer in 3-D and 4π solid angle. Modern methods for solving radiative transfer equations such as the DO method provide an effective first-principles-based approach to tackle the problem with reasonable accuracy and short enough CPU time if the mesh size is not too large; this avoids the complicated algorithms to calculate the directed-flux areas in Hottel's zonal method. Since the DO method is usually performed on a 3-D mesh, it is desired that the zones be refined to form a computational mesh, similar to that of a CFD model but with much coarser resolution (e.g., with the number of cells reduced to 5% of the CFD model), for the radiation heat transfer calculation. Therefore, a hybrid approach with a 3-D mesh for radiation calculations and 1-D zones for kinetics and mass/energy balance calculations was developed in this work. Compared with the comprehensive CFD modeling approach, the hybrid approach does not solve the momentum and turbulence partial differential equations; however, the continuity and enthalpy equations are solved based on the 1-D zones. Since the number of discretized elements is dramatically reduced, the number of unknown variables is also reduced, and CPU time is a few orders of magnitude less. Moreover, since the radiative transfer equation is strictly solved on a 3-D mesh without any simplifications, an accurate prediction regarding the radiation heat transfer can be achieved. The effects due to the blockages of the radiation from the fire ball by internal surfaces such as superheater walls and effects due to sloped
hopper, sloped nose, and furnace corners can be correctly predicted.

2.1. Spatial discretization

Fig. 1 illustrates a typical front wall fired subcritical PC boiler. The flow domain for the boiler model is the volume enclosed by the front, the rear and the two side walls. The bottom part of the front and rear walls forms the hopper, and the upper part of the rear wall forms the nose. The exit of the boiler model is typically set at the vertical plane above the nose tip. There are internal radiative heat transfer surfaces inside the flow domain, such as the platen superheater panels shown in Fig. 1. Coal and oxidant are fed to the flow domain through the burners and sometimes overfire ports. The overall flow direction inside the boiler is upward below the nose and then to the rear wall at the model exit. Since the combustion products inside the boiler flow upward, the PC boiler is divided to multiple sections along the height of the furnace, forming 1-D zones separated by horizontal planes. This zonal arrangement can be applied to typical wall-fired and tangentially-fired boilers but not to arch-fired boilers. Typically 10–20 zones along the furnace height can be predefined by the user. The hopper region is usually the region without inlet or outlet flow. It forms a single “dead” zone with its flue gas composition assumed to be identical to its neighboring burner zone. To calculate the radiative heat transfer using the 2D method, the volume in each zone is discretized further to form a 3-D computational mesh similar to that of a CFD model but with much coarser resolution. A single volume unit of the mesh used for radiation calculation is called a cell, and a zone consists of multiple cells. Each zone is modeled as a well-mixed ideal reactor with uniform temperature and uniform flow properties except for the radiative intensity, which varies from cell to cell in each zone. The continuity equation becomes the mass balance equation imposed for each zone. While the reacting flow inside the furnace is solved in 1-D along the height of the furnace, the radiative heat transfer is solved in 3-D. The 3-D mesh is generated automatically based on user specified furnace geometry and discretization inputs in terms of cell numbers in furnace’s height, width and depth directions. This 1-D and 3-D hybrid approach has not been reported in the literature and is a unique feature of the boiler model.

Fig. 2 shows the 1-D zones and the 3-D mesh of the boiler model for a typical pulverized coal-fired utility boiler consisting of a hopper at the bottom and a nose near the flue gas exit. Note again that the flue gas exit plane here is defined as the vertical plane above the nose tip, corresponding to the plane where the furnace exit gas temperature (FEGT) is defined. The radiant platen superheater panels, as shown on the left of Fig. 2 in green, are also included in the model as boundary walls (modeled as faces of no thickness) while the convective superheaters, usually downstream of the vertical exit plane, are excluded from the radiant furnace model. The platen superheater and wing division walls, if any, are assumed to be parallel to the two side walls and evenly spaced along the furnace width. Care needs to be taken when specifying the number of the cells along the furnace width such that there are at least two cells between two neighboring internal wall surfaces. The 3-D mesh consists of unstructured hexahedron cells with top and bottom faces always in horizontal planes and the number of cells in each direction constant throughout the 3-D domain. This 3-D mesh arrangement is suitable for typical PC boiler designs since the volume of the radiant furnace can be created by extruding the polygon shape of the left side wall. It allows for automatic mesh generation. Notice that the cells near the hopper slopes and the nose are “body-fitted”.

The 1-D zones are numbered from the hopper to the roof of the furnace with the first zone always covering the entire hopper. The number of zones along the height is a user input. The fuel and oxidant are fed to the furnace at different elevations through burners and overfire steam ports. The elevations and the feed stream data are also user inputs.

2.2. Model assumptions

Seven main assumptions are made in the proposed model.

1. Uneven spatial velocity, temperature and other property distributions within each zone are ignored, and uniform properties except for radiation intensity are assigned to all cells in each zone.
2. Gas phase reactions in each zone are in chemical equilibrium. In other words, the reaction kinetics of the homogeneous reactions in the gas phase are ignored. However, the amount of unreacted mass in the solid phase in each zone is calculated from char oxidation and gasification kinetics. Each zone is modeled as a well-mixed reactor.
3. Velocity differences between coal particles and the gas phase are neglected. Coal particles are assumed to have the same velocities as the gas mixture and hence the same average residence time as the gas mixture.
4. Coal particles have the same temperature as the gas phase in each zone.
5. Moisture evaporation and coal devolatilization are very fast processes and occur immediately after coal particles enter a zone in the radiant furnace. Ash from coal is inert and stays in the particle phase. Coal particles do not fragment.
6. Convective heat transfer between boundary walls and the gas mixtures in a zone is estimated based on a correlation for fully developed flow in a circular pipe of a diameter equal to the hydraulic diameter of the zone.
7. Inner side of furnace walls including the superheater walls are gray and diffuse.
The assumption of uniform properties in each zone (Assumption 1) is the simplification made for the 1-D model. It is well known that pulverized coal burners are designed to generate swirling flows near the burner outlets to stabilize the coal flames and to reduce the generation of NOₓ (Babcock & Wilcox, 1992). The 1-D resolution is certainly not good enough for modeling the complicated flow field near a coal burner and for assisting burner design. However, the swirling flow can enhance the mixing between fuel and oxidant, making the well-mixed reactor assumption more realistic than the case of straight flow. If multiple zones are used to cover a diffusion flame that is not well mixed in each of the zones, reaction rates calculated based on the uniform reactant concentrations may be over-predicted, especially for the char/gas heterogeneous reactions, and certain effectiveness factors are optionally used to account for the mixing effect. The effects of uniform distribution assumption on overall heat transfer rate along the furnace walls are more complicated. Pulverized coal flame is a diffusion flame with gas temperatures in the flame region much higher than those in the rest of the zone, especially in the region near boiler wall. On one hand, using mean temperature results in the under-prediction of radiative emission of the diffusion flame, which is a function proportional to the 4th power of temperature and part of which travels through the participating gas and particle media and eventually reaches furnace walls. Therefore, this effect results in the under-prediction of radiative heat absorption by the wall. On the other hand, using mean temperature that is higher than the actual near-wall gas temperature results in over-prediction of the radiative emission and, hence, the over-prediction of the radiative heat absorption by the wall. It is hoped that the two effects compensate each other such that the simplification does not cause significant error in radiative heat absorbed by furnace walls. It is also believed that the compensation is more significant for a larger and, hence, optically thicker boiler.

Assumption 2 is generally valid since the temperatures in the radiant furnace are always very high, which causes gas phase chemical reactions to reach equilibrium. Actually most CFD models, such as the mixture fraction based CFD model (ANSYS Fluent Manual, 2015) for turbulent combustion, employ a similar assumption, except that the time-averaged equilibrium properties due to turbulence such as temperature and species mole fractions are not calculated based on the average mixture fractions but rather by convoluting over a probability density function for the mixture fractions such that the effect on gas phase reaction due to turbulent mixing is accounted for. The proposed boiler model does not model the turbulence and the variance of mixture fractions. Therefore, Assumption 2 ignores the turbulent mixing effects and results in over-prediction of mean gas temperatures and under-prediction of unburned CO in the gas phase. The flue gas stream leaving a boiler typically contain around 100 ppm CO while the equilibrium CO is usually around a few ppm or less. This discrepancy in CO prediction does not cause significant error in the predictions of FEGT and total heat absorption by boiler walls.

Assumption 3 is reasonable since pulverized coal particles are very small (<200 μm) and the slip velocity of a coal particle (the difference of velocities between a particle and the gas in its vicinity) is negligible.

Assumption 4 is also reasonable since the maximum temperature difference between coal particles and the nearby gas mixture is usually less than 50 K based on some CFD simulations, which is again a consequence of small particle sizes. This assumption also simplifies the Lagrangian particle tracking model discussed in Section 2.3.3. It eliminates the need for particle energy equation, which is usually stiff and requires implicit method to solve since heterogeneous reaction rates are very sensitive to particle temperature. Moreover, the energy balance can be performed easily over the combined stream of gas and particles without treating the two phases separately with exchange of energy source between them. This approach reduces required CPU time but could slightly reduce the model accuracy. The improvement on model accuracy and the penalty on required CPU time if the energy equations of gas and particles are solved separately need to be explored in the future.

The first part of Assumption 5 is valid because the temperatures inside a radiant furnace are very high, coal particles are heated up very quickly upon their entry to the furnace, and the moisture vaporization and coal devolatilization processes are typically completed within 100 ms. Note that a high heating rate usually causes a higher volatile yield and, therefore, a volatile yield higher than that from coal proximate analysis should be used as the boiler model input.
For a large-scale utility boiler (e.g., a 500 MW unit), the ratio of the wall surface area to the volume of the furnace is very small and the convective heat transfer rate is relatively small compared to the radiative heat transfer rate. Based on CFD model simulations, radiative heat transfer accounts for more than 95% of total heat transfer in the radiant part of a boiler (excluding convective superheaters). Convective heat transfer at wall boundaries of a cell in a CFD model is typically calculated by a wall function that correlates the convective heat transfer flux with gas velocity, turbulence parameters, distance from the cell centroid to the wall, and the temperatures of the gas and the wall (e.g., ANSYS Fluent, 2015). Since turbulence is not modeled in the hybrid boiler model, the wall function approach cannot be applied. Empirical correlation for circular tubes, although may not so accurate, is a simple method to estimate the convective heat transfer coefficient at the wall boundary. Note that only radiant platen superheaters are included in the proposed boiler model with exit plane set at the vertical plane above the nose tip. Convective superheaters are usually located downstream of that exit plane and are considered with the remaining plant models using algebraic equations in an optimization modeling environment for an oxy-combustion system (Dowling et al., 2014).

Assumption 7 is usually valid since furnace tube walls are diffuse and their emissivity is usually not wavelength dependent.

2.3. Governing equations

2.3.1. Convective heat transfer

The convective heat transfer takes place at furnace enclosure wall and superheater walls. The heat transfer coefficient in each zone can be estimated using the average gas velocity calculated based on the average cross sectional area of the zone. The average cross sectional area $A_{zone,j}$ for Zone $j$ is calculated from the volume of the zone $V_{zone,j}$ and the height of the zone as shown in Eq. (1).

$$A_{zone,j} = \frac{V_{zone,j}}{V_{zone,j} - V_{zone,j-1}}$$  \hspace{1cm} (1)

where $V_{zone,j}$ is the Y coordinate (in height direction) of the top plane of Zone $j$. The average gas velocity $\bar{u}_{gas,j}$ for Zone $j$ is calculated from the mass flow rate of the gas leaving the zone $\dot{m}_{gas,j}$ and its density $\rho_{gas,j}$ as shown in Eq. (2).

$$\bar{u}_{gas,j} = \frac{\dot{m}_{gas,j}}{\rho_{gas,j} A_{zone,j}}$$  \hspace{1cm} (2)

Empirical correlations for circular tubes are used to calculate the Nusselt number with tube diameter replaced by the average hydraulic diameter of the zone $D_{h,j}$, which is calculated from the average cross sectional area $A_{zone,j}$ and the average wetted perimeter of the cross section $P_{zone,j}$.

$$D_{h,j} = \frac{4A_{zone,j}}{P_{zone,j}}$$  \hspace{1cm} (3)

Reynolds number for Zone $j$ $Re_{zone,j}$ is calculated using the bulk gas properties as shown in Eq. (4).

$$Re_{zone,j} = \frac{\bar{u}_{zone,j}D_{h,j}\rho_{gas,j}}{\mu_{gas,j}}$$  \hspace{1cm} (4)

where $\rho_{gas,j}$ and $\mu_{gas,j}$ are density and viscosity of the gas mixture evaluated at bulk gas temperature or zone temperature, respectively. Prandtl number of the gas mixture is also evaluated at zone temperature.

$$Pr_{zone,j} = \frac{C_{p_{gas,j}}}{k_{gas,j}}$$  \hspace{1cm} (5)

where $C_{p_{gas,j}}$ and $k_{gas,j}$ are heat capacity and thermal conductivity of the gas mixture in Zone $j$, respectively.

For large-scale utility boilers, Reynolds number is usually greater than $10^4$ and the correlation of Sieder and Tate (Bird et al., 1960) for fully developed turbulent flow is used to calculate the Nusselt number.

$$Nu_{zone,j} = 0.026Re^{0.8}_{zone,j}Pr^{0.33}_{zone,j} \left[ \frac{\mu_{gas,j}(T_{zone,j})}{\mu_{gas,j}(T_{wall})} \right]^{0.14}$$  \hspace{1cm} (6)

where $\mu_{gas,j}(T_{zone,j})$ and $\mu_{gas,j}(T_{wall})$ are the gas viscosities evaluated at the zone temperature and the average wall temperature in Zone $j$, respectively. Note that the wall temperatures at individual boundary faces in a zone are different and an average wall temperature is used to avoid too many evaluations for the viscosity of the multicomponent gas mixture. Furthermore, with the use of a single average wall temperature, a single convective heat transfer coefficient can be applied to all wall boundary faces in a zone, which reduces the CPU time required to solve the boiler model.

If Reynolds number is less than $10^4$, a constant Nusselt number for fully developed laminar flow at uniform surface temperature is used as shown in Eq. (7) (Incropera and DeWitt, 2002):

$$Nu_{zone,j} = 3.66$$  \hspace{1cm} (7)

Convective heat transfer coefficient for Zone $j$ $h_{conv,j}$ can then be calculated from the Nusselt number as shown in Eq. (8).

$$h_{conv,j} = \frac{Nu_{zone,j} k_{gas,j}}{D_{h,j}}$$  \hspace{1cm} (8)

Convective heat transfer flux $q_{conv,j}$ from a wall boundary face $i$ to the gas mixture in Zone $j$ can be expressed as

$$q_{conv,i} = h_{conv,j} (T_{wall,i} - T_{zone,j})$$  \hspace{1cm} (9)

where $T_{wall,i}$ is the inner wall temperature of the boundary face, which is solved when convective heat transfer flux is combined with the net radiation heat flux to form the total heat flux as the wall boundary condition for radiative transfer equation (see discussion in Section 2.3.2).

The total heat loss in Zone $j$ due to convection $H_{conv,j}$ can be calculated by summing up the heat losses of all $N_{f,j}$ boundary wall faces in the zone as shown in Eq. (10).

$$H_{conv,j} = -\sum_{i=0}^{N_{f,j}} q_{conv,i} A_{i}$$  \hspace{1cm} (10)

where $A_{i}$ is the surface area of wall boundary face $i$. $H_{conv,j}$ is used along with radiation heat loss to enforce energy balance in each zone.

2.3.2. Radiative heat transfer

The radiative transfer equation (RTE) as shown in Eq. (11) describes the physics of the radiative heat transfer in a participating medium consisting of a gas mixture and solid particles along the line of sight defined by a solid angle $\Omega$.

$$\frac{dl(\Omega)}{dl(\Omega')} = -(K_a + K_s)l(\Omega) + K_s l_{sb} + K_s 4\pi \int l(\Omega)\Phi(\Omega, \Omega')d\Omega'$$  \hspace{1cm} (11)

where $l(\Omega)$, $l_{sb}$ and $l(\Omega')$ are respectively the radiation intensity, black body emission intensity, and the distance in the direction defined by the solid angle $\Omega$. $K_a$ and $K_s$ are the absorption and scattering coefficients of the radiation medium (gases and particles), respectively. $\Phi(\Omega, \Omega')$ is the phase function for the scattering from $\Omega'$ direction to the $\Omega$ direction. The in-scattering term (the last term in Eq. (11) contains the integration over the $4\pi$ steradian solid angle. Note that the radiation intensity in Eq. (11) is the total intensity over the entire spectrum of thermal radiation rather than the spectral intensity for a specific wave length.
This approach significantly reduces the number of partial differential equations that need to be solved. Since scattering by the gas molecules in the infrared region can be ignored \((K_s = 0\) for the gas phase) and forward scattering by coal particles is dominant \((K_s = \int_{\Omega} \phi(\Omega, \Omega')d\Omega' = K_s(\Omega)\) for the particle phase) in pulverized coal combustion (Meng"u, et al., 1994), Eq. (11) is simplified as

\[
\frac{d(\Omega)}{d(\Omega')} = -K_s(\Omega) + K_p(\Omega) 
\]

Both gas and particle phases contribute to the absorption coefficient, and \(K_s\) is the sum of the gas phase absorption coefficient \(K_{s,g}\) and the particle phase absorption coefficient \(K_{s,p}\) as shown in Eq. (12).

\[
K_s = K_{s,g} + K_{s,p} 
\]

The Planck-mean gas absorption coefficient \(K_{s,g}\) is related to local gas emissivity \(\varepsilon_g\) and optical mean beam length \(L_m\) of the entire flow domain by Eq. (13).

\[
K_{s,g} = -\ln(1 - \varepsilon_g) / L_m 
\]

To calculate \(\varepsilon_g\), different models can be found in the literature including the Line by Line Model (LBLM), Statistical Narrow Band Model (SNBM), Exponential Wide Band Model (EWBM), and a variety of Weighted Sum of Gray Gas Models (WSGGMs) (Bordbar, et al., 2014). The most accurate method for calculating the emissivity of the gases is the line by line integration which uses spectroscopic databases. However, the spectrum involves millions of absorption lines, which makes the LBLM extremely expensive for radiation modeling. A SNBM such as RADCAL developed at National Institute of Standards and Technology (NIST) (Grosshandler. 1993) performs a few hundred to thousands of spectral evaluations, which reduces the required CPU time by three orders of magnitude and yet generates very accurate results. Since the number of zones in the boiler model is limited and so is the number of function calls to evaluate the gas emissivities, RADCAL is adopted for the boiler model. Six gas species including O\(_2\), N\(_2\), CH\(_4\), CO, CO\(_2\), and H\(_2\)O as well as soot are included in RADCAL, which covers all major absorbing/emitting species involved in fossil fuel combustion. Unlike other simplified curve-fitting models such as WSGGMs which are valid only in predefined ranges of gas compositions, the RADCAL model is always valid if the gas mixture mainly consists of the six species included in the model regardless of their mole fractions. Thus it is valid for both air-fired and oxy-fired conditions. In RADCAL, the gas emissivity can be expressed as a function of the mole fractions of individual gas species \(x_i\), temperature of the gas mixture \(T\), total pressure \(p\), mean beam length \(L_m\), and soot volume fraction \(f_{soot}\) as shown in Eq. (14).

\[
\varepsilon_g = \sum_{x=1}^{6} x_{O_2} + x_{N_2} + x_{CH_4} + x_{CO} + x_{CO_2} + x_{H_2O} , T , p , L_m , f_{soot} 
\]

The optical mean beam length is related to the total volume of the flow domain \(V\) and the total area of boundary faces \(F\) by Eq. (15).

\[
L_m = 3.6 \frac{V}{F} 
\]

The soot volume fraction \(f_{soot}\) is not solved based on a detailed soot formation and oxidation model. As in one of REI’s CFD models (Adams et al., 2013), it is actually estimated as a function of the equivalence ratio of the gas mixture calculated based on the oxidation numbers of individual elements as shown in Eq. (16):

\[
f_{soot} = f_{ER}x_C / \rho_{gas} / \rho_{soot} 
\]
\( N_{p,i} \), the residence time is \( t_{\text{zone}} \) and the volume of the zone the particles travel through is \( V_{\text{zone}} \), the number density contributed by the trajectory can be described as shown in Eq. (21).

\[
N_{p,i} = \frac{N_{p,j} t_{\text{zone}}}{V_{\text{zone}}}
\]  

(21)

\( K_{ap} \) in Eq. (19) is a cumulative quantity, meaning that its final value can be obtained by successive addition of individual contributors. The particle absorption coefficient for a zone can be calculated by summing up the contributions by the particle injections from multiple starting locations.

Boundary conditions for the RTE (Eq. (12)) are similar to those in typical CFD models (Ma and Zitney, 2012) and are briefly described below.

The wall of a radiant furnace is assumed to be gray and diffuse (Assumption 7). At the wall boundary, the incident heat flux towards the wall surface can be calculated by integrating over the \( 2\pi \) steradian solid angle of the hemisphere towards the wall face. For example, in a spherical coordinate system, the incident radiation heat flux \( q_{\text{rad,inc}} \) can be calculated from the radiation intensity \( I(\theta, \phi) \) along the azimuthal and polar angles.

\[
q_{\text{rad,inc}} = \int_{0}^{2\pi} \int_{0}^{\pi/2} I(\theta, \phi) \sin \phi \cos \phi d\phi d\theta
\]  

(22)

where \( \theta \) and \( \phi \) are azimuthal and polar angles, respectively. Note that if the radiation intensity is isotropic (uniform in any directions), the incident heat flux integrated from Eq. (22) will be \( \pi I \).

With the DO method adopted in the boiler model, Eq. (22) can be evaluated as a summation over the intensities and angles of all discrete ordinates in the hemisphere with respect to the normal direction of a boundary face using the weighting factors for individual directions.

A gray and diffuse wall with an emissivity \( \varepsilon_w \) is able to emit radiation and reflect part of the incident radiation. The sum of the emitted and reflected radiation heat flux is computed as

\[
q_{\text{rad,net}} = q_{\text{rad,inc}}(1 - \varepsilon_w) + \varepsilon_w \sigma T_{w}^4
\]  

(23)

where \( \sigma \) is the Stefan–Boltzmann constant \((5.67 \times 10^{-8} \text{ W m}^{-2} \text{K}^{-4})\). No transmission through the wall is considered in Eq. (23). The net flux of radiation heat transferred from the wall to the flow domain is

\[
q_{\text{rad,net}} = q_{\text{rad,out}} - q_{\text{rad,inc}}
\]  

(24)

The net radiation flux \( q_{\text{rad,net}} \) from the wall to the gas–solid mixture in the furnace is combined with convective heat transfer flux from Eq. (9) to calculate the wall temperature \( T_w \) based on Eq. (25).

\[
q_{\text{rad,net}} + q_{\text{conv}} = \frac{(T_{\text{fluid}} - T_w)}{T_w}
\]  

(25)

where \( T_{\text{fluid}}, T_w, \) and \( r_w \) are respectively the temperature of the fluid (liquid water or steam) inside the wall tube, the slagging layer wall temperature, and the overall heat transfer resistance including heat conduction through the slagging layer and metal wall and convective heat transfer between the inner tube wall and the fluid inside the wall tube. Combining Eqs. (9) and (23)–(25), the wall temperature can be obtained by solving Eq. (26) if the incident radiation heat flux \( q_{\text{rad,inc}} \) and convective heat transfer coefficient \( h_{\text{conv}} \) are provided from previous iteration step or initial guess.

\[
r_w \varepsilon_w (\sigma T_{w}^4 - q_{\text{rad,inc}}) + (1 - h_{\text{conv}}) T_w + (h_{\text{conv}} - 1) T_{\text{fluid}} = 0
\]  

(26)

After the wall temperature is determined, the heat flux of radiation leaving the wall to the flow domain \( q_{\text{rad,net}} \) can be calculated by Eq. (23). For a diffuse wall, the isotropic outward radiation intensity \( I_{w,\text{out}} \) can then be calculated as

\[
I_{w,\text{out}} = \frac{q_{\text{rad,net}}}{\pi}
\]  

(27)

This intensity is the wall boundary condition of the RTE (Eq. (12)) for the next iteration. The solution of the DO method is considered converged if the intensity at the boundary calculated for the next iteration is within tolerance \( \varepsilon_{\text{int}} \) of the current iteration.

For the model exit boundary, the temperature \( T_{w} \) and emissivity \( \varepsilon_w \) of the walls facing the exit plane are generally specified as user inputs. \( q_{\text{rad,net}} \) of Eq. (23) can be calculated directly since the backside wall temperature is given as a user input. Therefore, radiation intensity can be calculated based on Eq. (27) as the boundary condition for next iteration. Net radiation heat flux leaving the exit plane, if any, should be added to the downstream heat transfer surfaces. Depending on the area of the exit plane and the temperature of the downstream walls, the net radiation heat loss at the model exit could be as high as 5% of the total heat loss to the boundary walls.

After the radiation intensity in the radiative transfer equation is solved, the irradiance \( G \) at a point inside the flow domain can be calculated from the radiation intensity \( I(\Omega) \) by integration over the \( 4\pi \) steradian solid angle.

\[
G = \int_{0}^{4\pi} I(\Omega) d\Omega
\]  

(28)

When the radiation intensities are solved in discrete ordinates (directions) of the \( 4\pi \) solid angle in the boiler model, the integration in Eq. (28) is calculated by summing up the products of radiation intensity \( I_k \) and the corresponding weight \( w_k \) of an ordinate \( k \) over \( N \) discrete ordinates.

\[
G = \sum_{k=1}^{N} I_k w_k
\]  

(29)

The sum of all the weights of the \( N \) discrete ordinates is \( 4\pi \).

\[
\sum_{k=1}^{N} w_k = 4\pi
\]  

(30)

The radiation heat loss per unit volume of Cell \( i \) is the flux divergence considering both the absorption and emission of the participating medium and can be calculated as

\[
h_{l,\text{rad},i} = 4\pi K_0 l_0 - K_0 G = 4\pi K_0 \frac{\sigma T_{\text{zone},j}^4}{\pi} - K_0 G = 4\pi K_0 T_{\text{zone},j}^4 - K_0 G
\]  

(31)

where \( T_{\text{zone},j} \) is the gas and particle mixture temperature of Zone \( j \) to which Cell \( i \) belongs. The heat loss of a 3-D cell due to radiative heat transfer can be calculated by multiplying \( h_{l,\text{rad},i} \), by the cell volume and the total heat loss in a zone can be calculated by summing up the radiation heat losses of all cells in the zone as shown in Eq. (32):

\[
h_{l,\text{rad},j} = \sum_{i=1}^{N_{\text{cell},j}} (h_{l,\text{rad},i} V_{\text{cell},i})
\]  

(32)

where \( h_{l,\text{rad},j} \) is radiation heat loss of Zone \( j \), \( h_{l,\text{rad},i} \) and \( V_{\text{cell},i} \) are the heat loss per unit volume and the volume of Cell \( i \) in Zone \( j \), respectively. The summation is over the total number of cells \( N_{\text{cell},j} \) in Zone \( j \). Note that the total heat loss in a zone includes the radiation heat loss from all cells in the zone and the convective heat loss from all wall boundary faces in the zone.

\[
h_{l,\text{total},j} = h_{l,\text{rad},j} + h_{l,\text{conv},j}
\]  

(33)
where the convective heat loss $H_{\text{conv},j}$ is calculated by Eq. (10). This heat loss term for the zone is used to calculate the enthalpy of the gas and solid mixture leaving the zone (see Section 2.3.5).

### 2.3.3. Lagrangian particle tracking

Pulverized coal particles are carried by primary gas streams and fed to a boiler through coal burners installed at different locations. Upon injection, a coal particle undergoes moisture vaporization, devolatilization, and char oxidation and gasification processes. During those processes, the elements contained in the parent coal, mainly C, H, O, N, and S, are released to the gas phase in the form of water vapor, volatile species, and the products of char/gas heterogeneous reactions. The size, temperature, composition and radiative properties of the particle change along its trajectory. Mass, momentum, and energy, including the radiation energy are exchanged between the particle and its surrounding gases. The Lagrangian particle tracking method is used in the boiler model to account for the exchange between the discrete particle and gas phases. This approach is similar to the Lagrangian discrete phase model (DPM) approach adopted by many CFD software packages. The advantage of using Lagrangian framework over Eulerian framework for discrete particle phase simulation is the fact that it can resolve the particle history related to the changes of particle size, composition (coal, char and ash) and radiation properties and it also predicts the contributions of unburned carbon from different burner inlets.

Fig. 3 illustrates the vertical movement of a coal particle in a section of a boiler divided by three zones (Zones $j-1,j,j+1$) along the boiler height. Here the exact location of a particle in Cartesian coordinates, its velocity, and its acceleration are not calculated as they are in a typical CFD code. Instead, only the upward movement of the particle from one zone to another is tracked. The trajectory illustrated here represents the trajectory of a particle of an initial diameter injected from a specific burner location. Since coal particles from a pulverizer have different sizes, multiple size ranges are used to model the particle size distribution. Each size range is associated with an average particle diameter and a mass fraction. Therefore, multiple trajectories are calculated from each burner or each starting location, one for each particle size range. Each particle trajectory of size $i$ from a burner has a particle number flow rate $N_{p,i}$ calculated from the total coal flow rate of the burner $m_{\text{burner}}$ and the particle size distribution.

$$N_{p,i} = \frac{f_{\text{mass},i} m_{\text{burner}}}{m_{p,o,i}}$$  \hspace{1cm} (34)

where $f_{\text{mass},i}$ is the mass fraction of particles in size range $i$, and $m_{p,o,i}$ is the initial particle mass of that size, which is related to the initial particle diameter $d_{p,o,i}$ and initial particle density $\rho_{p,o}$ as shown in Eq. (35).

$$m_{p,o,i} = \frac{1}{6} \pi d_{p,o,i}^{3} \rho_{p,o}$$  \hspace{1cm} (35)

The particle number flow rate $N_{p,i}$ in Eq. (34) is used to calculate the mass release and radiations properties (see Eq. (21)).

Based on Assumption 3, the vertical velocity of all particles in a zone is the same as the vertical velocity of the gas mixture in the zone. In other words, the residence time of a particle in Zone $j$ is assumed to be the same as the residence time of the gas phase $t_{\text{zone},j}$ calculated based on the volume of the zone $V_{\text{zone},j}$ and the volumetric flow rate of the gas leaving the zone $\dot{V}_{\text{gas},j}$ as shown in Eq. (36).

$$t_{\text{zone},j} = \frac{V_{\text{zone},j}}{\dot{V}_{\text{gas},j}} = \frac{\rho_{\text{gas},j} V_{\text{zone},j}}{m_{\text{gas},j}}$$  \hspace{1cm} (36)

$\dot{V}_{\text{gas},j}$ can be calculated from the mass flow rate of the gas $\dot{m}_{\text{gas},j}$ and the density of the gas in the zone $\rho_{\text{gas},j}$. In case the particle starting location is at a vertical location between the bottom and the top of the zone, the residence time of the particle is proportional to the vertical distance between the top of the zone and the starting location.

Multiple time steps are used for each zone to track the particle reactions, property changes, and the exchange of mass with the gas phase as shown in Fig. 3. Typically the time step $\Delta t$ is 1% of the residence time of the zone. Smaller time steps result in more accurate model prediction but longer CPU time.

### 2.3.4. Moisture vaporization, coal devolatilization and heterogeneous char reactions

According to Assumption 5, moisture vaporization and coal devolatilization occur immediately upon a coal particle’s entry to the boiler. The mass of the fresh char particle $m_{p,f}$ upon the completion of the moisture vaporization and coal devolatilization can be expressed as:

$$m_{p,f} = m_{p,o}(1 - y_{\text{moisture}} - y_{\text{vol}})$$  \hspace{1cm} (37)

where $m_{p,o}$ is the mass of the original coal particle, $y_{\text{moisture}}$ is the mass fraction of moisture in the original coal particle, and $y_{\text{vol}}$ is the volatile content (mass fraction) in the original coal particle. To avoid complexity, the subscript for particle size range is dropped here. During coal devolatilization, the diameter of a coal particle could increase slightly, which is known as particle swelling. The swelling factor, defined as the fraction of the increase in particle diameter from the original diameter, depends on the coal type. The diameter of a fresh char particle after the completion of devolatilization $d_{p,f}$ is related to the swelling factor $f_{\text{swell}}$ and original diameter $d_{p,o}$ by

$$d_{p,f} = d_{p,o}(1 + f_{\text{swell}})$$  \hspace{1cm} (38)

The density of a fresh char particle $\rho_{p,f}$ can be calculated by the mass of the char particle from Eq. (37) and the diameter from Eq. (38).

$$\rho_{p,f} = \frac{6m_{p,f}}{\pi d_{p,f}^{3}}$$  \hspace{1cm} (39)

After the moisture and the volatiles are released, the remaining char particle undergoes heterogeneous reactions with reactants in the gas phase including O$_2$, H$_2$O and CO$_2$. The reaction with O$_2$ is known as the oxidation or combustion reaction and the reactions with H$_2$O and CO$_2$ are known as gasification reactions. During the heterogeneous reactions, the char particle shrinks and its density decreases. Eq. (40) relates particle density $\rho_p$ to particle mass $m_p$ during heterogeneous char reactions.

$$\rho_p = \left( \frac{m_p}{m_{p,f}} \right)^{\alpha}$$  \hspace{1cm} (40)

where exponent $\alpha$ is called the burning mode parameter (Hurt and Mitchell, 1992). From Eq. (40), the diameter of the char particle can be expressed as

$$d_p = \left( \frac{m_p}{m_{p,f}} \right)^{1-\alpha/3}$$  \hspace{1cm} (41)
The diameter calculated by Eq. (41) is used to obtain the radiation absorption efficiencies of organic only char particles and ash only particle from the lookup table and then the average absorption efficiency of the particle based on Eq. (20).

Three heterogeneous reactions including char oxidation by O2, and char gasification by H2O and CO2 are considered in the boiler model, each of which can be expressed in a general form as shown below:

\[ C + v_{P,1} R_i \rightarrow v_{P,1} P_{1,i} + v_{P,2} P_{2,i} \]  

(42)

where \( R_i \), \( P_{1,i} \), and \( P_{2,i} \) are the gas reactant and the two gas products of Reaction \( i \), respectively. The corresponding stoichiometric coefficients are \( v_{R,i} \), \( v_{P,1,i} \) and \( v_{P,2,i} \). Table 1 lists the reactants, products, and the stoichiometric coefficients for the three heterogeneous reactions included in the boiler model.

Table 1: Reactant, products of char heterogeneous reactions and their stoichiometric coefficients.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>( R_i )</th>
<th>( P_{1,i} )</th>
<th>( P_{2,i} )</th>
<th>( v_{R,i} )</th>
<th>( v_{P,1,i} )</th>
<th>( v_{P,2,i} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( O_2 )</td>
<td>CO</td>
<td>CO</td>
<td>2/3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>H2O</td>
<td>H2</td>
<td>CO</td>
<td>1/3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>CO2</td>
<td>CO</td>
<td>N/A</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

Note that the char oxidation reaction (Reaction 1 in Table 1) could form both CO2 and CO as the products. The ratio of the stoichiometric coefficients of CO2 to CO is defined as parameter \( \psi \), which can be expressed as an Arrhenius function of particle temperature as shown in Eq. (43):

\[ \psi = A_{\phi} e^{-(E_{\phi}/RT)} \]  

(43)

where \( A_{\phi} \), \( E_{\phi} \), and \( T \) are the pre-exponential factor, activation energy, and particle temperature, respectively. \( R \) in Eq. (43) is the universal gas constant. Based on Assumption 4, the particle temperature is the same as the temperature of the zone the particle travels through.

The bulk flow is outward for char reactions. The net outward molar flux per mol of C reacted for Reaction \( i \) can be expressed as

\[ v_{\text{net},i} = v_{P,1,i} + v_{P,2,i} - v_{R,i} \]  

(44)

The heterogeneous reaction rate can be expressed in a global rate form based on the unit external surface area for Reaction \( i \) as

\[ r_{C,i}'' = A_{C,i} T_{C,i}^{b_{i}} e^{-(E_{i}/RT)} C_{R,i}^{b_{i}} \]  

(45)

where \( r_{C,i}'' \) is the reaction rate in kmol C/m²s and the double prime ("") indicates the rate is relative to a unit external surface area. \( A_{C,i} \) and \( E_{i} \) in Eq. (45) are the pre-exponential factor and the activation energy for Reaction \( i \). \( b_{i} \) is the exponent of temperature and \( n_{i} \) is the reaction order. \( C_{R,i} \) is the molar concentration of gas reactant at the external surface of the particle, which is related to mole fraction of the reactant \( x_{R,i} \) and total molar concentration of the gas mixture \( C_{i} \), which can be calculated from total pressure \( P_{i} \) based on ideal gas law.

\[ C_{R,i} = C_{i} x_{R,i} = P_{i} \frac{RT}{MW_{R,i}} \]  

(46)

The half-order char oxidation reaction model reported by Hurt and Mitchell (1992) is used to model the first heterogeneous reaction in Table 1 along with their CO2 to CO stoichiometric coefficient ratio model (Eq. (43)). First-order kinetic models are used for the char gasification reactions by H2O and CO2. Table 2 shows the temperature exponents and reaction orders for the three char reactions modeled.

To calculate the rates of the three reactions, film diffusion needs to be considered. Fig. 4 shows the mass transfer of the reactant and product species around a single char particle.

Table 2: Temperature exponent and reaction order for char heterogeneous reactions.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Gas reactant</th>
<th>Temperature exponent ( b_i )</th>
<th>Reaction order ( n_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( O_2 )</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>H2O</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>CO2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

For Reaction \( i \), the mole fraction of the reactant at external surface of a char particle \( x_{R,i,s} \) is usually lower than that in the bulk of the gas mixture \( x_{R,i,b} \). If the reaction is kinetically controlled, they are very close to each other. If the reaction is diffusion controlled, the surface mole fraction will be very close to zero. For the intermediate case where both the film diffusion and kinetics are important, the surface mole fraction \( x_{R,i,s} \) needs to be solved by the stoichiometric relationship between the solid reactant (assumed as element C as in Eq. (42)) and the gas reactant.

\[ J_{R,i} = v_{R,i} r_{C,i}'' \]  

(47)

where \( J_{R,i} \) is the molar flux of gas reactant of Reaction \( i \) reached to the particle surface through mass transfer, \( J_{R,i} \) can be expressed as

\[ J_{R,i} = k_{x,i}(x_{R,i,s} - x_{R,i,b}) = x_{R,i,b} J_{\text{net}} \]  

(48)

where \( k_{x,i} \) is the mole fraction based mass transfer coefficient. The first term on the right hand side of Eq. (48) accounts for the diffusion of the gas reactant from the bulk gas mixture stream to the particle's external surface and the second term accounts for the effect of convection due to net outward flow from the particle to the bulk stream. \( J_{\text{net}} \) is the net outward molar flux of gas species leaving the char particle due to the three reactions.

\[ J_{\text{net}} = \sum_{i=1}^{3} J_{R,i} \frac{v_{R,i}}{v_{R,i}} \]  

(49)

\[ k_{x,i} \] in Eq. (48) can be calculated from the uncorrected concentration based mass transfer coefficient \( k_{c,i} \) and a correction factor due to high mass transfer rate \( f_{b,i} \), also known as blowing factor.

\[ k_{x,i} = f_{b,i} C_{i} k_{c,i} \]  

(50)

Based on film theory (Bird et al., 1960), the blowing factor \( f_{b,i} \) is related to the flux ratio \( \phi_i \) by

\[ f_{b,i} = \frac{\phi_i}{1 - e^{-\phi_i}} \]  

(51)

and the flux ratio is defined as

\[ \phi_i = \frac{J_{\text{net}}}{C_{i} k_{c,i}} \]  

(52)

The concentration based mass transfer coefficient \( k_{c,i} \) can be calculated from the Sherwood number, which is approximately equal to 2 when slip velocity between the particle and the gas mixture is ignored. Therefore,
where $D_{r,m}$ is the molecular diffusivity of the gas reactant $R_i$ of Reaction $i$ in the gas mixture and $d_p$ is the particle diameter. As an approximation, the diffusivity of the reactant ($O_2$, $H_2O$, or CO$_2$) in N$_2$ is used in the model to avoid calculating the diffusivities of all the pairs in the mixture. The errors caused by this simplification needs to be investigated especially in oxy-combustion conditions.

Combining Eqs. (48)–(49), the equation for solving the surface mole fraction of the gas reactant $R_i$ of Reaction $i$ can be expressed as

$$v_{R,i}A_i T_i^b e^{-(E_i/RT)} c_{x,R,i,s} = k_{x,i}(x_{R,i,b} - x_{R,i,s}) - x_{R,i,s} f_{net}$$  

[Equation 54]

Note that at a given $f_{net}$, the blowing factor $f_b$ and mass transfer coefficient $k_{x,i}$ can be calculated based on Eqs. (50)–(53) and then the surface mole fraction of three gas reactants are solved followed by the calculation of $f_{net}$ and $f_{net}$. Since $f_{net}$ is unknown a priori, an iterative procedure has to be used. Initially it is set to zero and then the surface mole fractions of three gas reactants are solved by the algorithm of $f_{net}$ and $f_{net}$. The new $f_{net}$ is used thereafter until a converged solution is reached, usually within 3 iterations.

Finally, the char reaction rate is calculated, in terms of mass loss per particle per time, after $r^c_{x,i}$ for each reaction is calculated, i.e.,

$$\frac{dm_p}{dt} = -\pi d_p^2 M_{w,c} \sum_{i=1}^{3} r^c_{x,i}$$  

[Equation 55]

where $M_{w,c}$ is the molecular weight of carbon (C). Note that the char heterogeneous reaction model described above is formulated based on carbon, the dominant element in char. It is assumed that the other elements are released in the same rate as carbon such that the elemental composition of the unburned char is identical to that of the fresh char. Moreover, the derivations for the heterogeneous reaction rates are based on the assumption that the gas reactant mole fractions are uniform in each zone (Assumption 1). In some local fluid dynamics structures (e.g. a turbulent diffusion flame) extend to multiple zones, the gas composition in each zone will deviate from the uniform assumption to certain extent. To consider the deviation from the assumption, an effectiveness factor (usually less than 1) is applied to the mole fraction of a reactant. The bulk mole fraction $x_{R,i,b}$ in Eqs. (48) and (54) is adjusted as

$$x_{R,i,b} = f_{mixedness} x_{R,i,b,eq}$$  

[Equation 56]

where $f_{mixedness}$ is the effectiveness factor to account for the “mixedness” between the gas reactant for Reaction $i$ and the particle phase and $x_{R,i,b,eq}$ is the mole fraction of the reactant obtained from the gas phase equilibrium calculation to be discussed next. The user is allowed to specify different effectiveness factors for individual zones and the default value of $f_{mixedness}$ is 1, corresponding to a well-mixed case.

2.3.5. Gas phase chemistry

Based on Assumption 2, the gas phase reactions in each zone are assumed to be fast so that they reach chemical equilibrium. The temperature and mole fractions of individual species in the gas phase are calculated by minimizing the Gibbs free energy of the system. Twelve species are considered in the chemical equilibrium calculation, namely, Ar, C, O$_2$, N$_2$, H$_2$, CO, CO$_2$, H$_2$O, SO$_2$, H$_2$S, HCl, and CH$_4$. Seven elements are involved, namely, C, H, O, N, S, Cl, and Ar. Note that Cl in solid fuel and HCl in gas mixture are included to handle other solid fuels such as biomass. To perform chemical equilibrium calculations, enthalpy and elemental composition of the gas stream leaving each zone are required. $m_{e,j,total}$ is the total mass flow rate of Element $e$ contained in the gas/solid mixture that leaves Zone $j$, $m_{e,j,total}$ can be calculated from the elemental flow rates of the feed streams below the top plane of Zone $j$ as shown in Eq. (57).

$$m_{e,j,total} = \sum_{k=1}^{N_{e,feed}} m_{e,k}$$  

[Equation 57]

where $m_{e,k}$ is the mass flow rate of Element $e$ from feed stream $k$ and $N_{e,feed}$ is the number of feed streams below the top horizontal plane of Zone $j$.

The mass flow rate of Element $e$ in the gas stream that leaves Zone $j$ is simply the total mass flow rate of the element calculated by Eq. (57) minus the flow rate of Element $e$ in the solid phase $m_{e,j,solid}$ calculated by the particle tracking model described in the previous section.

$$m_{e,j,gas} = m_{e,j,total} - m_{e,j,solid}$$  

[Equation 58]

Likewise, the enthalpy flow rate for the gas/solid mixture leaving Zone $j$ is the sum of the enthalpy flow rates of the gas and solid feed streams that enter below the top plane of Zone $j$ minus the sum of the total heat losses from those zones as shown in Eq. (59):

$$m_{j,gas} h_{j,gas} + m_{j,solid} h_{j,solid} = \sum_{k=1}^{N_{j,feed}} m_{k,b} h_k - \sum_{l=1}^{N_{j,total}} H_{l,total}$$  

[Equation 59]

where $m_{j,gas}$ and $h_{j,gas}$ are respectively the mass flow rate and mass based enthalpy of gas mixture leaving Zone $j$ whereas $m_{j,solid}$ and $h_{j,solid}$ are, respectively, the mass flow rate and mass based enthalpy of solid phase material leaving the zone. $m_{j,b}$ and $h_k$ in Eq. (59) are respectively the mass flow rate and the mass based enthalpy of feed stream $k$, respectively. $N_{j,feed}$ in Eq. (59) is the number of feed streams below the top plane of Zone $j$. $H_{j,total}$ in Eq. (59) is the total heat loss (radiation and convection) in Zone $j$ that is below the top plane of Zone $j$.

The local chemical equilibrium calculation in the gas phase of each zone is carried out using the Lagrange multiplier method with mass conservation for each element as constraints. The gas mixture is assumed to be an ideal gas mixture with partial molar Gibbs free energy $G_i(T, p, x_i)$ of a species as a function of the Gibbs free energy of the pure species $G_i(T, p)$ and the mole fraction of the species in the mixture $x_i$ as shown in Eq. (60).

$$\hat{G}_i(T, p, x_i) = G_i(T, p) + RT \ln x_i$$  

[Equation 60]

The mole fraction of species $i$ is related to the specific molar $n_i$ defined as the kmol of species $i$ in 1 kg of gas mixture.

$$x_i = \frac{n_i}{\sum_{i=1}^{n_s} n_i}$$  

[Equation 61]

where $n_s$ is the total number of gas species in the gas mixture ($n_s = 12$ for the boiler model). The total Gibbs free energy of the gas mixture can be calculated as

$$G = \sum_{i=1}^{n_s} [\hat{G}_i(T, p, x_i)] n_i$$  

[Equation 62]

To solve for chemical equilibrium, the Gibbs free energy of the gas mixture shown in Eq. (62) is minimized subject to the constraints of element conservation as shown in Eq. (63):

$$n_e = \sum_{i=1}^{n_s} [\hat{R}_{e,i}] n_i$$  

[Equation 63]

where $\hat{R}_{e,i}$ is the number of atoms of element $e$ in a molecule of species $i$ and $n_e$ is the kmol of atoms of Element $e$ in 1 kg of the gas mixture, which can be calculated from Eq. (58) and the atomic mass of Element $e$. 
Gas phase equilibrium calculations are performed for the gas mixture leaving each zone at defined temperature $T$ and pressure $p$, which is the user specified boiler operating pressure. Temperature $T$ is solved iteratively such that the enthalpy conservation based on Eq. (59) for gas and solid mixture is satisfied.

### 2.4. Boiler model solution procedure

The equations listed in Section 2.3 are solved numerically in the boiler model. Fig. 5 shows the procedure of the numerical algorithms.

The boiler model program starts by reading the user inputs regarding boiler geometry, boundary conditions, feed stream data, and zone/mesh discretization options followed by a model initialization step in which user inputs are checked, the 3-D mesh is generated with individual cells assigned to 1-D zones, and the particle radiation absorption coefficient tables for char and ash are set up. Then the mass flow rates of individual elements leaving each zone (Eq. (57)) are calculated along with the enthalpy flow rate for each zone ignoring the heat loss (the first term on the right side of Eq. (59)). After setting up the initial guesses for the variables based on complete char burnout and adiabatic reactions, the program enters an iteration loop in which some model variables are updated, under-relaxed, and finally converged. The under-relaxation is a strategy widely used in CFD software to converge a solution to highly non-linear equations by updating a variable to be solved iteratively as the weighted sum of the new value solved in the current iteration and the old value solved in the previous iteration. If $\phi_{\text{new}}$ and $\phi_{\text{old}}$ are the values of a variable solved in the current and previous iterations, respectively, the under-relaxed value $\phi$ is calculated as

$$\phi = \lambda \phi_{\text{new}} + (1 - \lambda) \phi_{\text{old}}$$  \hspace{1cm} (64)

where $\lambda$ is the under-relaxation factor $(0 < \lambda < 1)$. The iteration loop of the boiler model starts from the Lagrangian tracking of coal particles from each feed stream and each size range through the zones along their path to furnace exit. During the tracking process, the remaining mass of each particle is calculated in multiple time steps based on the char reaction kinetics and mass transfer, and the diameter of the particle as well as its radiation properties are updated. After all particles from different feed streams and different size ranges are tracked, the amount of the unburned dry-ash-free part of the particles in each zone is updated as is the particle absorption coefficient of the zone. They are under-relaxed to avoid the oscillation from one iteration to another. The convective and radiative heat losses calculated for each zone from the solution of the discrete radiative transfer equation coupled with convective heat transfer at wall faces are also under-relaxed. The under-relaxed total heat loss is used to calculate the actual enthalpy of the gas–solid mixture leaving each zone. Chemical equilibrium calculations are then performed for each zone with the updated total enthalpy flow rate, total elemental mass flow rates, and elemental mass flow rates of the unburned char. The new temperature for each zone is obtained and under-relaxed. The
new gas composition for each zone is also obtained from the equilibrium calculation and then used to update the gas emissivity and gas absorption coefficient. The convective heat transfer coefficient in each zone is then updated. With the updated zone temperatures, radiative properties and convective wall boundary conditions, the discrete radiative transfer equation is solved again on the 3-D mesh and this concludes the steps of one major iteration. The zone temperatures are compared with the old values obtained in the previous iteration. If the maximum difference between them is less than a user defined tolerance (usually set to 0.01 K), the model is considered converged and the program exits the iteration loop. Finally, the modeling results are written, including two Paraview files for 3-D visualization if needed.

3. Application of boiler model

The hybrid boiler model has been utilized to model two oxy-combustion systems found in the literature including a 1325 MWth utility boiler and a 0.5 MWth oxy-combustion test furnace. The modeling results are compared with measured data as well as CFD model results to validate the hybrid boiler model. Details of the two combustion systems including input data and modeling results are presented here.

3.1. PacifiCorp Hunter unit 3

PacifiCorp’s Hunter Unit 3 boiler was used as an example for validating the boiler model. Preliminary results have been previously reported (Ma et al., 2014). It is a utility boiler with a thermal power input of 1325 MW. Boiler geometry, operating conditions, and CFD modeling results were reported by Adams et al. (2013) of Reaction Engineering International (REI) in the technical report for a research project known as “Characterization of oxy-combustion impacts in existing coal-fired boilers,” sponsored by National Energy Technology Laboratory (NETL). Both air-fired and oxy-fired cases were modeled such that the modeling results can be compared to those of the CFD cases reported by Adams et al.

3.1.1. Hunter Unit 3 model setup

Hunter Unit 3 is located in Castledale, Utah at an elevation of 1500 m. It is a wall fired subcritical unit with 40 B&W HV-4Z low-NOx burners, 10 overfire air (OFA) ports, and a platen finishing superheater inside the radiant furnace. The fuel used for Hunter Unit 3 is Utah Skyline bituminous coal. The fuel analysis data are tabulated in Table 3. Eleven size ranges, as listed in Table 4, were used to model the particle size distribution of the fuel.

Parameters related to the heterogeneous char reactions used in the model are listed in Table 5. The char oxidation data are based on the kinetic data for a bituminous coal reported by Hurt and Mitchell (1992) and the char gasification data are similar to those used by Adams et al. (2013). The furnace geometry data are listed in Table 6. The X coordinate is in the depth direction with origin at the front wall, the Y coordinate is in the height direction with origin at the bottom of the hopper, and the Z coordinate is in the width direction with origin at the left side wall. The 3-D mesh of the model are shown in Fig. 2. Ten zones along the boiler height are used for the models. The locations of the burners and the

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Fuel analysis data for Utah Skyline bituminous coal used by Hunter Unit 3.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass % of C</td>
<td>64.49</td>
</tr>
<tr>
<td>Mass % of H</td>
<td>4.44</td>
</tr>
<tr>
<td>Mass % of O</td>
<td>9.25</td>
</tr>
<tr>
<td>Mass % of N</td>
<td>1.18</td>
</tr>
<tr>
<td>Mass % of S</td>
<td>0.64</td>
</tr>
<tr>
<td>Mass % of moisture</td>
<td>8.86</td>
</tr>
<tr>
<td>Mass % of ash</td>
<td>11.14</td>
</tr>
<tr>
<td>Mass % of volatiles</td>
<td>40.0</td>
</tr>
<tr>
<td>High heating value (kJ/kg)</td>
<td>26,360</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Particle size distribution of Hunter Unit 3.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size range number</td>
<td>Particle diameter (μm)</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>1</td>
<td>9.1</td>
</tr>
<tr>
<td>2</td>
<td>16.3</td>
</tr>
<tr>
<td>3</td>
<td>22.1</td>
</tr>
<tr>
<td>4</td>
<td>28.6</td>
</tr>
<tr>
<td>5</td>
<td>37.1</td>
</tr>
<tr>
<td>6</td>
<td>50.2</td>
</tr>
<tr>
<td>7</td>
<td>68.8</td>
</tr>
<tr>
<td>8</td>
<td>89.8</td>
</tr>
<tr>
<td>9</td>
<td>116</td>
</tr>
<tr>
<td>10</td>
<td>155</td>
</tr>
<tr>
<td>11</td>
<td>230</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Char reaction kinetic data used for Utah Skyline bituminous coal.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Unit</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Burning mode parameter (α in Eq. (40))</td>
<td>None</td>
</tr>
<tr>
<td>Activation energy for CO2/CO ratio</td>
<td>J kmol⁻¹</td>
</tr>
<tr>
<td>Pre-exponential factor for CO2/CO ratio</td>
<td></td>
</tr>
<tr>
<td>Activation energy for char oxidation by O₂</td>
<td>J kmol⁻¹</td>
</tr>
<tr>
<td>Pre-exponential factor for char oxidation by O₂</td>
<td>kmol/kmol⁻⁰.₅ K⁻⁰.₅ m⁻⁰.₅ s⁻¹</td>
</tr>
<tr>
<td>Activation energy for char gasification by H₂O</td>
<td>J kmol⁻¹</td>
</tr>
<tr>
<td>Pre-exponential factor for char gasification by H₂O</td>
<td>s⁻¹</td>
</tr>
<tr>
<td>Activation energy for char gasification by CO₂</td>
<td>J kmol⁻¹</td>
</tr>
<tr>
<td>Pre-exponential factor for char gasification by CO₂</td>
<td>s⁻¹</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6</th>
<th>Geometry related input data for Hunter Unit 3.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Number of burner levels</td>
<td></td>
</tr>
<tr>
<td>Number of overfire levels</td>
<td></td>
</tr>
<tr>
<td>Number of superheater panels</td>
<td></td>
</tr>
<tr>
<td>Number of vertices of superheater polygon</td>
<td></td>
</tr>
<tr>
<td>Furnace depth (X)</td>
<td>m</td>
</tr>
<tr>
<td>Furnace height (Y)</td>
<td>m</td>
</tr>
<tr>
<td>Furnace width (Z)</td>
<td>m</td>
</tr>
<tr>
<td>X of hopper bottom of front wall</td>
<td>m</td>
</tr>
<tr>
<td>X of hopper bottom of rear wall</td>
<td>m</td>
</tr>
<tr>
<td>X of nose tip</td>
<td>m</td>
</tr>
<tr>
<td>Y of hopper knuckle</td>
<td>m</td>
</tr>
<tr>
<td>Y of the bottom of nose slope</td>
<td>m</td>
</tr>
<tr>
<td>Y of the nose tip</td>
<td>m</td>
</tr>
<tr>
<td>X of superheater vertex 1</td>
<td>m</td>
</tr>
<tr>
<td>X of superheater vertex 2</td>
<td>m</td>
</tr>
<tr>
<td>X of superheater vertex 3</td>
<td>m</td>
</tr>
<tr>
<td>X of superheater vertex 4</td>
<td>m</td>
</tr>
<tr>
<td>Y of superheater vertex 1</td>
<td>m</td>
</tr>
<tr>
<td>Y of superheater vertex 2</td>
<td>m</td>
</tr>
<tr>
<td>Y of superheater vertex 3</td>
<td>m</td>
</tr>
<tr>
<td>Y of superheater vertex 4</td>
<td>m</td>
</tr>
<tr>
<td>Y of burner level 1</td>
<td>m</td>
</tr>
<tr>
<td>Y of burner level 2</td>
<td>m</td>
</tr>
<tr>
<td>Y of burner level 3</td>
<td>m</td>
</tr>
<tr>
<td>Y of burner level 4</td>
<td>m</td>
</tr>
<tr>
<td>Y of overfire port level 1</td>
<td>m</td>
</tr>
</tbody>
</table>

* Based on a figure in REI’s report.

* Scaled based on a figure in REI’s report.
overfire ports are also displayed. The 3-D mesh for the radiative heat transfer calculation contains 26 × 40 × 24 = 24,960 cells.

An air-fired case and an oxy-fired case modeled by REI were selected for the simulations using the hybrid boiler model. The operating conditions of the two cases are listed in Table 7. For the oxy-fired case, the O2 mole fraction in the secondary stream of the oxy-fired case is 0.26 (mass fraction of 0.23), corresponding to 75% flue gas recycle ratio. The same wall boundary conditions are used for the two cases. The emissivity of the enclosure water wall (with certain ash deposit) is 0.41 and the emissivity for the platen superheater wall (with limited ash deposit) is 0.7. Note that wall emissivity is usually related to the ash composition of the coal fired and slagging condition inside a boiler. The wall emissivity is typically around 0.6 for boilers firing high-volatile bituminous coals and around 0.4 for those firing subbituminous coals. Wall emissivity of 0.41 used here in the boiler model is also the value that needs to be used in the CFD model to match the measured performance data of Hunter Unit 3 in air-fired conditions. The thermal resistances (r_wax in Eq. (25)) are 0.002 and 0.001 m2 K W−1 for the enclosure water wall and the superheater wall, respectively. The fluid temperature (T_fluid in Eq. (25)) is 623 K for the enclosure water wall (the saturation temperature at the drum pressure) and 700 K for the superheater wall (average steam temperature inside the superheater). The effectiveness factor of Eq. (56) is set to 0.9 for all zones.

3.1.2. Hunter Unit 3 simulation results

A converged solution for a Hunter Unit 3 case can be reached after approximately 70 major iterations. The entire simulation takes approximately 60 s on a 64-bit laptop with a 2.2 GHz (Intel Core i7-4702) processor and 16 GB of RAM. A case is considered converged when the maximum difference in zone temperature between the current iteration and the previous iteration is less than 0.01 K.

Table 8 lists the overall predictions by the hybrid boiler model for both air-fired and oxy-fired cases along with the reported predictions of the CFD model. Note that the heat loss values for the CFD predictions were obtained by reading a bar chart in the REI’s report. It can be seen from the table that the hybrid model predictions match quite well with the CFD model predictions. For the air-fired case, the hybrid boiler model predicts the temperature of the flue gas at the horizontal nose plane (leaving Zone 8 in the boiler model) at 1679 K, 5 K higher than the temperature predicted by the CFD model. The predicted unburned carbon in fly ash is 1.65%, slightly lower than the CFD model prediction of 1.70%. The predicted heat loss to the enclosure wall is 1.1% higher than the CFD model prediction and that to the superheater wall is 3.6% higher. The heat loss to all walls due to convection is 1.54 × 107 W, accounting for 2.7% of total heat loss, which is reasonable for a large-scale utility boiler. Note that the heat loss due to convection was not reported for the CFD models by Adams et al. (2013). For the oxy-fired case, the hybrid boiler model predicts the temperature of the flue gas at the horizontal nose plane at 1649 K, 7 K lower than the temperature predicted by the CFD model. It predicts an unburned carbon in fly ash of 0.98%, also slightly lower than the 1.10% predicted by the CFD model. The predicted heat losses to the enclosure and superheater walls are respectively 1.3% and 2.7% higher than the CFD model predictions. The heat loss to all walls due to convection is essentially the same as that of the air-fired case at 1.54 × 107 W, accounting for 2.8% of total heat loss. Notice that both hybrid and CFD models predict the same trends in flue gas temperature, unburned carbon in fly ash, and heat losses to boiler walls when firing configuration is changed from air-fired to oxy-fired. The oxy-fired case has a lower flue gas temperature at the horizontal nose plane, a lower unburned carbon in fly ash, a lower heat loss to the enclosure wall, and a higher heat loss to the platen superheater than the air-fired case.

To understand the result of the lower unburned carbon in fly ash predicted for the oxy-fired case, flue gas flow rate, flue gas composition and molecular weight at model exit, residence times and char reaction rates by the three gas reactants (O2, H2O, and CO2) are examined as shown in Table 9. The total zone residence time listed in the table is the sum of the residence times of all zones except the hopper zone. The average coal particle residence time is the average value for particles fed to 4 burner levels from Zone 2 to Zone 5. While the total flue gas flow rate of the two cases are similar, the coal particle residence time in the oxy-fired case is higher due to the higher molecular weight of the gas mixture and hence higher gas densities and lower gas velocities inside the boiler. A longer particle

<table>
<thead>
<tr>
<th>Table 7</th>
<th>Operating conditions of Hunter Unit 3 modeled.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit</td>
<td>Air-fired</td>
</tr>
<tr>
<td>Total coal flow rate</td>
<td>kg s−1</td>
</tr>
<tr>
<td>Total air/O2 flow rate</td>
<td>kg s−1</td>
</tr>
<tr>
<td>Primary stream temperature</td>
<td>K</td>
</tr>
<tr>
<td>Secondary stream temperature</td>
<td>K</td>
</tr>
<tr>
<td>Coal flow rate per burner level</td>
<td>kg s−1</td>
</tr>
<tr>
<td>Primary stream flow per burner level</td>
<td>kg s−1</td>
</tr>
<tr>
<td>Secondary stream flow per burner level</td>
<td>kg s−1</td>
</tr>
<tr>
<td>Overfire stream flow rate</td>
<td>kg s−1</td>
</tr>
<tr>
<td>Furnace pressure</td>
<td>Pa</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8</th>
<th>Overall model predictions of Hunter Unit 3 cases.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit</td>
<td>Air-fired</td>
</tr>
<tr>
<td>Flue gas temperature at horizontal nose plane</td>
<td>K</td>
</tr>
<tr>
<td>Unburned carbon in fly ash</td>
<td>wt%</td>
</tr>
<tr>
<td>Heat loss to enclosure wall</td>
<td>W</td>
</tr>
<tr>
<td>Heat loss to platen superheater</td>
<td>W</td>
</tr>
<tr>
<td>Total convective heat loss</td>
<td>W</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 9</th>
<th>Additional results predicted by hybrid boiler model of Hunter Unit 3 cases.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit</td>
<td>Air-fired</td>
</tr>
<tr>
<td>Flue gas mass flow rate</td>
<td>kg s−1</td>
</tr>
<tr>
<td>Mole fraction of O2 in flue gas</td>
<td></td>
</tr>
<tr>
<td>Mole fraction of N2 in flue gas</td>
<td></td>
</tr>
<tr>
<td>Mole fraction of H2O in flue gas</td>
<td></td>
</tr>
<tr>
<td>Mole fraction of CO2 in flue gas</td>
<td></td>
</tr>
<tr>
<td>Mole fraction of SO2 in flue gas</td>
<td></td>
</tr>
<tr>
<td>Molecular weight of flue gas</td>
<td>kg/kmol−1</td>
</tr>
<tr>
<td>Total zone residence time</td>
<td>s</td>
</tr>
<tr>
<td>Average coal particle Residence time</td>
<td>s</td>
</tr>
<tr>
<td>Rate of char oxidation by O2</td>
<td>kg s−1</td>
</tr>
<tr>
<td>Rate of char gasification by H2O</td>
<td>kg s−1</td>
</tr>
<tr>
<td>Rate of char gasification by CO2</td>
<td>kg s−1</td>
</tr>
<tr>
<td>Total heterogeneous char reaction rate</td>
<td>kg s−1</td>
</tr>
</tbody>
</table>

* Read from a figure in REI’s report.
residence time results in a higher carbon conversion and, therefore, a lower unburned carbon in fly ash if the reaction temperature and reactant concentrations are the same. The zone temperatures are lower in the oxy-fired case (see Table 8 and the discussion later), which results in lower reaction rates. The mole fractions of the three gas reactants are different with O\(_2\) mole fraction lower and CO\(_2\) and H\(_2\)O mole fractions much higher in the oxy-fired case. The overall effects of the three factors mentioned above cause a total reaction rate slightly higher, resulting in a lower carbon in fly ash. Among the three heterogeneous reactions, the char oxidation rate is lower in the oxy-fired case but the char gasification rates by H\(_2\)O and CO\(_2\) are significantly higher due to the high concentrations of the two reactants.

Fig. 6 shows the temperatures in individual zones for the two cases. The oxy-fired case has lower temperatures in the individual zones. Fig. 7 shows the gas emissivities for the 10 zones. As expected, much higher gas emissivities are predicted for the oxy-fired case due to the higher concentrations of CO\(_2\) and H\(_2\)O. As mentioned in REI’s report, the 75% flue gas recycle ratio in the oxy-fired case is approximately the optimal ratio for matching the heat releases to the enclosure wall and the superheater wall in the air-fired case. It is reasonable to predict lower zone temperatures in the oxy-fired case than in the air-fired case as shown in Fig. 6, since the gas emissivities in the oxy-fired case are much higher than those in the air-fired case as shown in Fig. 7. Fig. 8 shows the inner wall temperatures (temperatures of ash deposit) at the boundary faces of the 3-D mesh. Overall, the predicted wall temperature distributions in the both cases are very similar. Notice that the wall temperatures at the water wall near the platen superheater are much lower due to the blockage of radiation from the coal flame by the nearby superheater panels. Also notice that the temperatures at four corner regions are lower even though uniform gas temperatures are assigned to all cells in each zone. The 3-D effect on the radiative transfer is captured in the hybrid boiler model. Fig. 9 shows the net radiation heat flux at the model boundaries. The right side wall is removed to show the heat flux at the superheater wall. The oxy-fired case has slightly lower net radiation heat fluxes in the lower furnace mainly due to the lower zone temperatures even though its gas emissivities are higher. However, in the upper furnace, especially at the superheater wall, the net radiation heat fluxes are slightly higher. This trend is consistent with the lower heat loss to the enclosure wall and the higher heat loss to the platen superheater as listed in Table 8.

Good agreement between the hybrid boiler model predictions and the CFD model predictions for the two cases modeled is achieved when reasonable input data related to the reaction kinetics, the effectiveness factor \(j_{\text{mixedness}}\) and wall boundary condition (e.g. overall heat transfer resistance \(r_w\) and wall emissivity \(\epsilon_w\)) are applied. These inputs have physical meaning as with any first-principles model. In the boiler model, the effectiveness factor \(j_{\text{mixedness}}\) is related to the deviation from the well-mixed reactor assumption, the overall heat transfer resistance \(r_w\) is related to the slagging potential of the coal ash, and wall emissivity \(\epsilon_w\) is related to the radiation property of ash deposit (reflective coal ash found in lower rank coals tends to have a lower emissivity). As with all first-principles models, accurate model inputs are essential for accurate model predictions. Guidelines for choosing correct inputs could be learned through comparison of predictions and real performance data, but are difficult to obtain for large-scale oxy-fired boiler configurations.

The effects of zone and mesh resolutions on boiler model predictions were also studied. Like a typical CFD model, computational mesh needs to be fine enough such that it has minimum effects on model predictions. The air-fired case of Hunter Unit 3 model reported above was used as the baseline case. Then the number of 1-D zones from the hopper knuckle to the bottom of the nose was increased from 6 in the baseline model shown in Figs. 2–12, the number of zones in the nose region was increased from 1 to 2, and the total number of 3-D cells was increased from 24,960 to 39,936. The predicted FE\(\text{GT}\) increased by 0.3 K and the predicted unburned carbon in fly ash decreased from 1.65% to 1.32%. This means the resolution of 1-D zone has negligible effect on the predicted flue gas temperature at the model exit but has certain effect on the predicted unburned carbon in fly ash. When the number of 1-D zones was kept unchanged at 10 as in the baseline case and the number of 3-D cells in each direction was doubled, i.e., the total number of cells in the nose region increased to 40,000, the predicted FE\(\text{GT}\) decreased by 0.1 K and the predicted unburned carbon in fly ash increased from 1.32% to 1.41%.
of 3-D cells was eight times that of the baseline case, the predicted flue gas temperature at the horizontal nose plane increased by only 0.05 K and the predicted carbon in fly ash decreased from 1.650% to 1.647%. This means the 3-D mesh size in the baseline model is fine enough. Care must be taken when discretizing boiler geometry to multiple 1-D zones. It is recommend that there be at least one zone to cover one burner or overfire level. There is always a trade-off between model accuracy and required CPU time.

3.2. 0.5 MWth oxy-combustion test furnace

Measurements of radiative heat transfer, unburned carbon and other experimental data were reported based on a series of oxy-combustion experiments carried out in a 0.5 MWth Combustion Test Facility (CTF) at RWE npower (Smart et al., 2010b). The CTF has a refractory lined, water jacketed combustion chamber of approximately 4 m long with an inner cross-section of 0.8 m by 0.8 m.
followed by a refractory lined (no water jacket) truncated pyramid section of 2.18 m long with an inner cross section at the end of 0.3 m by 0.3 m. A pulverized coal burner is installed at the front of the horizontal furnace. Fig. 10 shows the geometry of the CTF (Smart et al., 2010b). Both air-fired and oxy-fired experiments have been conducted using a Russian coal as the fuel. In the oxy-fired experiments, gas mixtures of CO₂ and O₂ were used as primary and secondary streams to mimic dry flue gas recycle. A few researchers have modeled a handful of selected test cases using commercial CFD software with certain user customization (Hu and Yan, 2013; Rebola and Azevedo, 2015). Even though the local burner effect in a small combustion chamber may lead to deviations from some assumptions in Section 2.2, four test cases including one baseline air-fired case and three oxy-fired cases were chosen to explore the applicability of the hybrid boiler model to the CTF experiments. The incident radiation heat flux measurements along the length of the furnace provide valuable model validation data.
3.2.1. RWE’s CTF model setup

Currently the hybrid boiler model assumes a constant boiler width. In the case of the CTF furnace, the main section of 4 m length is modeled correctly while the truncated pyramid section is converted to a trapezoidal prism with a base depth of 0.8 m and top depth of 0.3 m and a constant width of 0.8 m. This slight modification of the geometry in the well-insulated second section (the truncated pyramid section) simplifies the model, and should have negligibly impact on model predictions, especially in the first section.

The fuel analysis data for the Russian coal used in the experiments are tabulated in Table 10. The size distribution of the fuel provided in the original paper (Smart et al., 2010b) was fitted to a log-normal distribution and discretized to 11 size ranges as listed in Table 11.

Char kinetic data were adjusted slightly based on the bituminous coal used in the Hunter Unit 3 case such that unburned carbon predicted in the baseline air-fired case are close to the measured value. The activation energy for the char oxidation reaction was increased by 10% and the corresponding pre-exponential factor was decreased by 50%. All other kinetic parameters were kept unchanged.

### Table 10
Fuel analysis data for Russian coal used at CTF.

<table>
<thead>
<tr>
<th>Component</th>
<th>Mass %</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>%</td>
<td>65.91</td>
</tr>
<tr>
<td>H</td>
<td>%</td>
<td>4.59</td>
</tr>
<tr>
<td>O</td>
<td>%</td>
<td>8.89</td>
</tr>
<tr>
<td>N</td>
<td>%</td>
<td>2.09</td>
</tr>
<tr>
<td>S</td>
<td>%</td>
<td>0.34</td>
</tr>
<tr>
<td>Moisture</td>
<td>%</td>
<td>6.23</td>
</tr>
<tr>
<td>Ash</td>
<td>%</td>
<td>11.95</td>
</tr>
<tr>
<td>Volatiles</td>
<td>%</td>
<td>33.55</td>
</tr>
<tr>
<td>Heating value (kJ/kg)</td>
<td></td>
<td>27,098</td>
</tr>
</tbody>
</table>

### Table 11
Particle size distribution of Russian coal used at CTF.

<table>
<thead>
<tr>
<th>Size range number</th>
<th>Particle diameter (μm)</th>
<th>Mass fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.5</td>
<td>0.025</td>
</tr>
<tr>
<td>2</td>
<td>13.5</td>
<td>0.05</td>
</tr>
<tr>
<td>3</td>
<td>18.4</td>
<td>0.075</td>
</tr>
<tr>
<td>4</td>
<td>23.7</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>30.8</td>
<td>0.15</td>
</tr>
<tr>
<td>6</td>
<td>41.8</td>
<td>0.2</td>
</tr>
<tr>
<td>7</td>
<td>57.3</td>
<td>0.15</td>
</tr>
<tr>
<td>8</td>
<td>74.9</td>
<td>0.1</td>
</tr>
<tr>
<td>9</td>
<td>96.5</td>
<td>0.075</td>
</tr>
<tr>
<td>10</td>
<td>129.3</td>
<td>0.05</td>
</tr>
<tr>
<td>11</td>
<td>192.9</td>
<td>0.025</td>
</tr>
</tbody>
</table>

The 3-D mesh and the 1-D zones of the model are shown in Fig. 11. Sixteen zones along the length of the test furnace are used in the model. Zones 1–10 have the water jacket and Zones 11–16 contain the refractory wall only. The 3-D mesh for the radiative heat transfer calculation contains $20 \times 62 \times 20 = 24,800$ cells.

The operating conditions of the four cases modeled are listed in Table 12. The actual flow rates of the primary and secondary streams were not reported in the paper by Smart et al. (2010b). Instead, the total flow rate (primary and secondary streams) for each case is calculated based on the reported overall effective O$_2$ level (the average of O$_2$ in the primary and secondary streams) and the reported 3 vol% O$_2$ level in the flue gas. The primary stream flow rate was assumed to be the same as the one reported in another paper by the same first author in the same year (Smart et al., 2010a). The secondary stream flow rate is calculated as the balance. The operating pressure of 1 atm (101,325 Pa) is assumed.

The same wall boundary conditions are used for all 4 cases. The emissivity of the refractory wall is 0.6. The thermal resistances ($r_{wall}$ in Eq. (25)) are 0.07 m$^2$ K W$^{-1}$ for the first section (the water

### Table 12
Operating conditions of CTF cases modeled.

<table>
<thead>
<tr>
<th>Unit</th>
<th>Air-fired</th>
<th>Oxy 1</th>
<th>Oxy 2</th>
<th>Oxy 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall effective O$_2$ level</td>
<td>vol%</td>
<td>21.0%</td>
<td>36.0%</td>
<td>29.0%</td>
</tr>
<tr>
<td>Primary stream O$_2$</td>
<td>vol%</td>
<td>21.0%</td>
<td>21.0%</td>
<td>21.0%</td>
</tr>
<tr>
<td>Secondary stream O$_2$</td>
<td>vol%</td>
<td>21.0%</td>
<td>42.1%</td>
<td>31.4%</td>
</tr>
<tr>
<td>Total coal flow rate</td>
<td>kg s$^{-1}$</td>
<td>0.04845</td>
<td>0.04845</td>
<td>0.04845</td>
</tr>
<tr>
<td>Primary stream flow rate</td>
<td>kg s$^{-1}$</td>
<td>0.03000</td>
<td>0.04306</td>
<td>0.04306</td>
</tr>
<tr>
<td>Secondary stream flow rate</td>
<td>kg s$^{-1}$</td>
<td>0.15906</td>
<td>0.09927</td>
<td>0.14141</td>
</tr>
<tr>
<td>Primary stream temperature</td>
<td>K</td>
<td>343.15</td>
<td>343.15</td>
<td>343.15</td>
</tr>
<tr>
<td>Secondary stream temperature</td>
<td>K</td>
<td>543.15</td>
<td>543.15</td>
<td>543.15</td>
</tr>
<tr>
<td>Furnace pressure</td>
<td>Pa</td>
<td>101,325</td>
<td>101,325</td>
<td>101,325</td>
</tr>
<tr>
<td>Effectiveness factor</td>
<td></td>
<td>0.6</td>
<td>0.3</td>
<td>0.6</td>
</tr>
</tbody>
</table>
jacketed section) and 0.5 m² K W⁻¹ for the second section (without the water jacket). The fluid temperature ($T_{\text{fluid}}$ in Eq. (25)) is 350 K for both sections.

Since the CTF has only one burner at the front wall and the volume of the furnace is small, the local burner effect is strong; mixing between the primary and secondary streams in the first few zones is limited. Therefore, effectiveness factors need to be applied. The “mixedness” inside the test furnace is related to the strength of the turbulent swirling flow, i.e., the velocities and mass flow rates of primary and secondary streams. Among the three oxy-fired cases, Oxy Case 1 has the lowest total gas flow rate, and hence, the lowest effectiveness factor. Table 12 lists the effectiveness factors for the “mixedness” used in all zones. Note that the Oxy 2 case has a similar total gas flow rate to that of the air-fired case and the same effectiveness factor of 0.6 is applied to the two cases.

### 3.2.2. RWE’s CTF simulation results

CPU time similar to the Hunter Unit 3 case is required to obtain a converged solution of the CTF model. The overall predictions including flue gas temperature at the model exit, total heat loss and convective heat loss to the boundary walls, and unburned carbon in fly ash are tabulated in Table 13. The measured data for unburned carbon in fly ash are also listed in Table 13. Although the exit gas temperature and the net radiation heat loss were not reported in the paper by Smart et al. (2010b), it is mentioned that Oxy 2 case with 29% effective $O_2$ level corresponding to 72% recycle ratio is equivalent to the air-fired case. As shown in Table 13, the predicted total heat losses of the air-fired case and Oxy 2 case are very close and the difference in predicted gas temperature at the model exit is only 13 K. Convective heat loss is negligible (<0.2% of total heat loss) compared to radiative heat loss due to very low gas velocities in the first section (average velocity <2.5 m s⁻¹). Among the three oxy-fired cases, the case with the highest effective $O_2$ level tends to have the highest heat loss and the highest exit gas temperature since the adiabatic flame temperature is the highest due to the minimum dilution by the recycled flue gas. With the adjustment of the effectiveness factor related to the “mixedness” of the fuel and the oxidant, the predicted unburned carbon data are in good agreement with the measured data. The air-fired case has higher unburned carbon in the fly ash than the oxy-fired cases.

Fig. 12 shows the predicted temperatures in the 16 zones for the four cases modeled. It can be seen that Oxy 1 has the highest zone temperatures, again due to the highest adiabatic flame temperature. Fig. 13 shows the predicted gas emissivities in the 16 zones in the boiler model. Notice that the emissivities for the four oxy-fired cases are much higher than those for the air-fired cases due to the recycled flue gas. Fig. 14 shows the corresponding wall temperatures on the 3-D mesh. Wall temperatures are quite uniform along the circumference at any axial location since the cross section is quite small compared with the furnace length. Fig. 15 shows the incident radiation heat flux on the 3-D mesh of the test furnace. The average incident heat fluxes of individual zones for the four cases modeled are plotted in Fig. 16 along with the measured data. Overall, the boiler model predicts values that are higher than the measured experimental data. However, the predicted trends of the heat flux profiles are very similar to those from the measured data. The discrepancy for the 36% $O_2$ case is quite large between the predicted and measured data. At a high effective $O_2$ level, the small amount of change in secondary stream flow rate could result in a large change in the adiabatic flame temperature and an even larger change in the incident heat flux, since emission is proportional to the 4th power of temperature. While modeling the small test furnace using the boiler model is challenging due to the limited consideration on local fluid dynamics and mixing effects, the uncertainties in the actual flow rates used in the experiments may also contribute to the discrepancy in the magnitude of the incident heat flux data. Nevertheless, the boiler model does predict correct trends of the flux profile along the axial length of the furnace.

Again, reasonable predictions are obtained when reasonable input data such as the effectiveness factor related to the zone “mixedness” are specified. Due to limited knowledge about the effectiveness factor without explicitly modeling turbulent mixing, the applicability of the boiler model to those small test furnaces is limited. More validation work by modeling a similar test furnace for oxy-combustion experiments with well documented experimental data are planned.

### Table 13

Overall model predictions of CTF cases.

<table>
<thead>
<tr>
<th></th>
<th>Unit</th>
<th>Air-fired</th>
<th>Oxy 1</th>
<th>Oxy 2</th>
<th>Oxy 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas temperature at model exit</td>
<td>K</td>
<td>1456</td>
<td>1531</td>
<td>1443</td>
<td>1402</td>
</tr>
<tr>
<td>Total heat loss</td>
<td>kW</td>
<td>234.1</td>
<td>261.8</td>
<td>235.3</td>
<td>224.5</td>
</tr>
<tr>
<td>Convective heat loss</td>
<td>kW</td>
<td>0.60</td>
<td>0.43</td>
<td>0.44</td>
<td>0.45</td>
</tr>
<tr>
<td>Unburned carbon (predicted)</td>
<td>wt%</td>
<td>3.26%</td>
<td>0.72%</td>
<td>1.32%</td>
<td>1.47%</td>
</tr>
<tr>
<td>Unburned carbon (measured)</td>
<td>wt%</td>
<td>2.1%</td>
<td>0.5%</td>
<td>0.9%</td>
<td>0.5%</td>
</tr>
</tbody>
</table>

Fig. 13. Predicted gas emissivity for CTF.
4. Conclusions and future work

A first-principles-based hybrid boiler model with 1-D resolution for mass and energy balances and reaction kinetics and 3-D resolution for radiative heat transfer was developed for the design and optimization of pulverized coal fired oxy-combustion systems. The submodels for calculating the radiative properties of the gas and particle phases and those for calculating the heterogeneous char reactions are suitable for both air-fired and oxy-fired conditions. Owing to the small size of the 3-D mesh for solving the radiative heat transfer equation and the limited number of zones for solving heterogeneous reaction kinetics and gas phase chemical equilibrium, the model can be converged in approximately 1 min on a personal computer. The hybrid boiler model is also very suitable for the generation of reduced order models in algebraic form which can be used for large-scale multivariable optimization of
complete oxy-combustion systems. By modeling the Hunter Unit 3 utility boiler in both air-fired and oxy-fired configurations and comparing the results with those from CFD simulations, the hybrid boiler model was found to give very comparable predictions in major boiler performance parameters such as furnace exit gas temperature, heat losses to platen superheater and enclosure walls, and unburned carbon in fly ash. By modeling a small test furnace with a heating rate of 0.5 MW/α, it was found that with appropriate adjustments of a “mixedness” related effectiveness factor for the char combustion and gasification reactions, the boiler model is able to correctly predict the trends of the incident radiation heat flux profile along the furnace axial length as well as the trend of the unburned carbon between the air-fired and oxy-fired configurations. It was found that the boiler model is more suitable for the simulations of large-scale utility boilers in which the local uneven distributions of gas species concentrations and other flow properties in individual zones are limited. An effectiveness factor of 0.9 for a front wall fired utility boiler was found adequate to account for the deviation from the assumption of the uniform distribution of the species concentrations. Appropriate effectiveness factors may need to be explored in the future for other firing configurations.

Compared with a CFD-based boiler model that typically requires at least a day or two to generate a 3-D computational mesh and another day or two to converge the model, the time required to get a solution by using the hybrid boiler model is reduced by at least three orders of magnitude. On the other hand, the hybrid boiler model is unable to predict the detailed information such as the local turbulent recirculating flow near the outlet of a pulverized coal burner as a CFD model does and, therefore, cannot be used for burner design. Nevertheless, the effects of boiler dimensions, fuel reactivity, and firing configurations on the overall boiler performance such as FEGT, flue gas composition, unburned carbon in fly ash, and heat release to boiler walls can be quite accurately predicted, especially for a large-scale utility boiler. The developed software could be a valuable tool for an engineer who does not have extensive CFD training to design the overall configuration of a boiler in both air-fired and oxy-fired conditions, replacing some company proprietary tools that are purely based on empirical correlations.

In future studies, more validation work will be carried out to find suitable model parameters to be used as model inputs such as the “mixedness” related effectiveness factor and the relationship between coal ash composition and wall emissivity. Meanwhile, the boiler model developed in this work will be used for system-wide optimization of the oxy-combustion process. Most system analysis studies of oxy-combustion rely on process simulators (e.g., Aspen Plus), and use single variable perturbations to assess the sensitivity of performance metrics (e.g., thermal efficiency) to changes in key design variables and assumed parameters. Zebian et al. (2012, 2013) considered simultaneous optimization of thirteen continuous design variables in a pressurized oxy-combustion system using the optimization tools in Aspen Plus. Rigorous integration and optimization of an oxy-combustion process, however, requires thousands of variables and constraints, which are beyond the capabilities of optimization methods in Aspen Plus. Thus, the authors have developed a new equation-based framework for flowsheet optimization. The “open” algebraic models allow for exact first and second derivatives to be calculated efficiently via automatic differentiation. This alleviates some convergence difficulties that historically plagued flowsheeting problems. Furthermore, exact derivatives enable the use of modern large-scale optimization algorithms that have been demonstrated in other nonlinear problems with 100,000+ variables and constraints. This novel flowsheet optimization framework was implemented in the General Algebraic Modeling Systems (McCarl et al., 2015) and demonstrated in several case studies focused on systems for oxy-combustion (Dowling and Biegler, 2013, 2015; Dowling et al., 2014, 2015).

To integrate PDE-based models into flowsheets for optimization or simulation, a popular approach is to use a surrogate/reduced order model, which is fit to data generated using the first principles model (Edge et al., 2012, 2013). Generation of the reduced model requires sampling the multidimensional input space of the boiler model and subsequent simulation of many sampled cases. Other co-simulation studies for oxy-combustion first fit the model and then perform simulation or optimization (Edge et al., 2012, 2013; Fei et al., 2015). However, without updates to the surrogate model, there is no way to guarantee the oxy-combustion process simulation results are valid, as the surrogate model contains some interpolation errors. Future efforts will also be taken to develop a trust region optimization algorithm, which automates surrogate model updates during optimization and guarantees convergence to the true optimum (Dowling et al., 2014; Eason and Biegler, 2015). This new trust region method will be used to integrate the hybrid boiler model into system-wide oxy-combustion optimization.
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